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A control scheme and a sensor system are devetopamhble a group of robots to work
collaboratively. The control scheme maintains airddsconfiguration of a group of
robots while they follow the trajectory of the leadobot. One robot is a pre-defined
leader and other robots in the team are followdrehvfollow the trajectory of the leader
while maintaining a desired separation distancenfreeighbouring robots. Simulation
results are presented to show the performanceraival control scheme. The scheme
requires measurement of the distance between eachand a pre-designated neighbour
which it will follow. It also requires measuremesftthe angle between the orientations
of the two robots. A real-world test rig is desedbwhich uses the Nintendo Wii motion-
plus remote controllers to obtain the necessargmetiata. The Nintendo Wii motion-
plus controller provides very cheap but sophistidaglectronics (a 3-axis accelerometer,
a 3-axis gyroscope, an Infra-Red camera and Bltetimansmitter/receiver) that is used
as a sensor system on each robot to enable sexfsing motion trajectory of the leader
robot or its nearest neighbouring robot.

1. Introduction

Collaborative robots have been studied in recearsyeThe use of multiple
robots has many uses including surveillance orskarch and rescue during
natural disasters where the use of simple cheaptsobhich can be deployed in
large numbers would assist in the rescue of hun&ngb by being able to
search in unsafe places that are more difficult tging existing methods.

A leader-follower flocking system is reported in),(the authors
investigate a system where a few robots are leeslarts “who have global
knowledge (a desired trajectory), while majoritytbé members do not have
global knowledge”. The follower robots determihe flocking algorithm based
on estimation of the position of the flocking centr They also look at the
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possibility of followers being able to move awagrr the flocking group and
lead to a group splitting.

We are primarily interested in using multiple rabonh the task of
conducting Non-Destructive Testing (NDT) where tlse of robots working as
a team would speed up the inspection of large afe@sexample the NDT of
large steel plates used in the construction of Varye infrastructure is a time
consuming task. A large team of robots searchinglédects with a predefined
configuration would speed up the inspection of ¢halaites.

This paper presents work being done to develops&ibited Robots
System (DRS), a group of collaborating mobile rebetere individual robots
(follower robots) in the group respond to rotaticared movements by a pre-
defined leader robot (2; 3). Each robot in theugranaintains a given fixed
distance relative to its neighbouring robot whilelldwing the leader’s
trajectory. This distance can be adjusted dependinthe size of defects to be
found by the robots i.e. to detect large defecésrifbots can be further apart
while for small defects they are closer to eacleoth

The follower robots in the group use wireless sengo collate the
information necessary about the rotations and matiothe robot designated as
its nearest neighbour (which will depend on thefigumation which the robots
are required to maintain and thus could be in frfnthe robot or to its side,
etc.). Each robot in the group follows the desigdatearest neighbour. Thus a
chain of robots is constructed leading ultimatelyite leader robot.

The leader robot can be controlled remotely by gerator or be set up
to move autonomously, the follower robot measurbe ftangle of its
neighbouring robot and distance between itself émdeighbouring robot to
compute the trajectory of the robot, which it thaas to match. This paper is
divided into the following sections. Review of thelated work is presented in
section 2, followed by the configurations we haested in section 3, a overview
of our simulation model is given in section 4 folled by simulation results in
section 5 and details on how the test rig is beliexgloped are given in section 6
followed by the conclusion in section 7.

2. Related Work

In recent years collaborative robots have become@easingly active research
area due to the advantages of using multiple rafoatsckle complex tasks with
simple robots or to speed up the performance éftag\n algorithm has been
proposed in (4) to improve the efficiency of a leatbllower flocking robot
system. The aim is to move the follower robot® ifdrmation as fast and
efficiently as possible given an input from thedearobot. The robots are then
required to follow the motion of the leader robohile maintaining the
formation. The follower robots are claimed to gt formation in 1.5 seconds
and begin following the leader robot thereafterr ©@ontrol scheme has similar
goals, however we do not require the follower rebtd find and get into
formation with the leader robot autonomously as mé the robots into
formation prior to the movement by the leader robot
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Another leade-follower system (5) presenta strategy aiming t
remove the risk of a follower robot losing the leadobotby usinginter-robot
communication using -hoc WLAN communication. i&wulation results show
group of robots movingpast some obstacles during whighe following robo
loses the groupu6ing traditional metho). With the use of thentel-robot
communication metho the follower robot rdecates the group and contint
following the leader robots motior

With traditional methods of control, e distance between the rol
which loses the grou and the leader robot increases constadtlying the
simulationwhile the distances between the leader and othmtsdn the grup
remain under control.The use of ad-hoc inter-robot communicatioaintains
the distances between the leader robot and alt odhets in the grou

Another method for ¢-operative robotics (6) uséenguage antalking
to each othewith experiments irwhich real and simulated robots play langu
games to ground concepts for effectcommunication about their wo with
the use of lexicons. The authors get the robotday several different gam
such as Wwhere we ar’, “go to”, “how far”, “what direction”, ‘where is ther
and “how long” In these gamethe robots need to associate words v
locations (lexicons) in order to build a map ofitrenvironment and comple
their task.

3. Group Configurations

In this workwe have performedimulations of four robotonfiguration, see
Figure 1Figure 4.The configurations are Horizontal Chain of robots, Vertic
Chain of Robots, Cross Configtion and an Array Configuration. Theimber
of robots in each configuration I been varied with the array configurati
being simulated for up to 25 robots in the gri

VY R AR R
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Figure 1: Horizontal Figure 2:  Figure 3: Cross Figure 4  Array
Chain of Robots Vertical Chait  Configuration Configuration
of Robot:
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4. Simulation M odel

Kinematics previously presented in (2) has beer dee the control scheme.
Each robot has two actively driven wheels actudtgdtwo independently
controlled motors and one passive wheel. A sersystem measures the
distanced between a robot and a designated nearest neigldmlralso the
angle between the orientations of the two robotsesE signals are used as
feedback by the digital control scheme to maintidesired distance between
the robots and a zero angle between the two otientai.e. maintains the same
heading.

We are using a multi loop multi input and singletpat (ML-MISO)
PID controller reported in (2; 3) to follow the rian trajectory of the leader
robot. The ML-MISO controller consists of innerdaouter loops. The inner
loops correct for errors between the motion ofldaler robot and the follower
robot (tracking error) The outer loop corrects for differences in indinal
robot motion dynamics to provide for greater accyra following the leader
robot.

The ML-MISO PID controller can be fine tuned to eresit gives the
best computed value of contr®’ to be sent to the following robot, enabling it
to calculate the amount it needs to move and rdtateatch the movement of
the lead robot. The simulation results in secion show the effect of the outer
control loop and how it ensures that the follownodpots maintain the desired
distance. Each robot has dynamic functions for tbetion and motion
respectively, the rotation dynamic block employleedback loop to ensure the
robot has rotated to the desired angle. The odtpuot this block is sent to the
robot trajectory block which along with the datarfr the motion lengthr’ and
previous position of the robot computes the newitjposof the robot at each
sampling time.

The new position of the robot is then sent to t¢betroller at each
sampling time which along with the position of rol2oand the desired distance
calculates the value of ‘r’ that the robot 1 hassetbby. The second robot uses
the rotational information from the rotational dyma block of robot 1 to rotate
by the same angle and along with the informatiorthef length'r’ from the
controller the second robot is able to accurateljo¥ changes in angle and
position by the first robot.

5. Simulation Results

Simulation results are presented in figures Figurel6. They show the accurate
performance of the controller with different robabnfigurations (array
configuration, vertical chain and a horizontal ehawith different numbers of
robots in a given configuration, desired trajeesrand desired distance between
the robots.
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Figure 5: Graph of the X-Y position coordinateg-igure 6: Graph of the X-Y position coordinates
of four robot array configuration with distancefour robot array configuration with distance of
of 20cm between robots 20cm and a different trajectory
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Figure 7: Motion pulse for the simulation inFigure 8: Angular motion graph for the
figure 5 with the following robots tracking the simulation in figure 5 showing the following

motion of the leader robot robots tracking the rotation of the leader robot
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Figure 9: Graph of the X-Y position coordinated=igure 10: Graph of the X-Y position
two robot vertical chain with the distance set taoordinates three robot vertical chain with the
100cm distance set to 70cm
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Figure 11: Graph of the X-Y position Figure 12:
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Figure 13: Graph of the X-Y position Figure 14: Graph of the X-Y position
coordinates motion trajectories of a 5 by Toordinates motion trajectories of a cross
array configuration distributed robots configuration simulation
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Figure 15: Graph of the X-Y
coordinates motion trajectories
Configuration simulation

position Figure 16:

Graph of the X-Y position
for

N-coordinates motion trajectories for horizontal N-
configuration simulation

We conducted simulations for array configuratiorisvarious sizes
such as 2 by 2, 3 by 4 up to 5 by 5 for which weehpresented the motion
trajectory, Figure 13. Although we have not sinedbarray sizes greater than 5
by 5, we are confident that the system will be aplemaintain the overall
configuration during the motion. The desired distabetween the robots was
set at 30cm and from the graph in Figure 13 it lsarseen that the system has



227

largely maintained the distance while maintainihg bverall configuration and
having all the robots match the motion trajectdrthe lead robot.

Figure 14 shows the motion trajectories for a fikabot cross
configuration distributed robots system, leaderotols shown with the blue
trajectory. The distance for this simulation hé&saeen set at 30cm for the
vertical connection and 50cm for the horizontalrestion, the graph shows that
again the configuration has been maintained by sy&em throughout the
motion. The number of robots for this configuratiman be increased in the four
directions or a multiple cross configuration cancbeated by joining two cross
configurations together side by side.

Figure 15 and Figure 16 show the motion trajectorier an N-
configuration. In this configuration there are attal group of robots positioned
in a horizontal chain with robots positioned veatig at both ends of the chain.
Dynamic differences in robot dynamics and innerticroop positioning errors
were incorporated into the system but the DRS meshag keep the motions of
all the robots largely error free with all the rdddracking the leader robot
accurately. It can be said from the results thatQRS operates correctly at any
heading angle and maintains the desired distanweeba the robots which can
be set to any value required. The number of rolmotise system does not affect
system operation. The errors emanating from thahjc differences between
the robots have been minimised by our control &chire resulting in a near
zero error tracking of changes by other robothiin@RS.

6. Test Rig

A Test rig for the system is currently being depeld, which involves using
wireless sensors mounted on Amigobot's. Amigobwtisee been developed by
Adept Mobile Robots Inc. The robots are equippedhwsonar sensors,
gyroscopes and wi-fi communication. They have #i@lity to navigate
autonomously in any environment using maps of térenment. We have
also acquired a Pioneer 3-DX robot which has alafuipment of the amigobot
with the addition of an on-board computer and aest&copic camera also
developed by Adept Mobile Robots (7).

Our system is being tested to verify the resultsioled in simulations.
Tests are being done using different configuratidigtance between robots, the
number of robots(constrained to 5 for the test rigand different motion
trajectories. We are using a Nintendo Wii motidaspcontroller with the Wii
sensor bar, the combination of the two will provitie angles and distances
required for the control of our system. The Wintoller uses a high speed
infrared vision camera to simultaneously track afite infrared LED’s, has 6
degrees-of-freedom using a 3-axis accelerometeB-axis gyroscope, and
Bluetooth technology to communicate with the Wiit uses the standard
Bluetooth HID protocol and therefore appears astadsrd input to any
Bluetooth host (8).

The Wii sensor system consists of two infra-red L&isters mounted
on the leader robot with a receiver mounted onfélilewer; this measure’s the
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distance between the robots and with the aid ofatteelerometer provides the
angle of the leader robot. The information from W& controller is transmitted
to a remote computer via Bluetooth communicatiohisTdata is managed to
compute the necessary motion trajectory by theofalig robots to track the
leader robot. Instructions will then be transmittiedthe following robot to
autonomously follow the leader robot.

7. Conclusions

Simulations of the Distributed Robots System (DRBdw a high degree of
accuracy which would enable the system to be usebdn-Destructive Testing
(NDT) where the speed and accuracy matters. Assyiseem uses multiple
robots the time required to carry out of the NDTuldbbe reduced, also if
required multiple methods could be employed likeagbund, visual inspection
or eddy currents. Our simulations have been ahwig using up to 25 robots;
however our ML-MISO PID control with inner-outerdp control system has
maintained the level of accuracy achieved whilegi$ewer robots in the group.
We are confident that we can operate the systemmitre than 25 robots in the
group, with the accuracy still being maintained.

Future work will attempt to validate the simulatiesults with the test
rig based on a group of five Amigo robots and thiegytoscope/infrared vision
system.
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